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Abstract

The paper discusses the inverse problem of determining an unknown source term in a fractional
elliptic equation in bounded domain. In order to solve the considered problem, a fractional
Tikhonov is used. Applying this method, having a regularized solution is constructed. An a
priori and a posteriori error estimates are obtained, and the the terminal data has a random
data is considered.
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1. Introduction

Fractional models have recently become a subject of interest for many scientists because of
their important applications in various fields, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. In this work,
we consider a source identification problem in a fractional elliptic partial differential equation
as follows

Dβ
zDβ

z u(z)−Au(z) = F , z > 0, (1.1)
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where 0 < β < 1 and Dβ
z is the fractional Liouville-Caputo derivative of order β for differentiable

function, defined by [13].

Dβ
z u(z, x) =

1

Γ(1− β)

∫ z

0
(z − s)−βus(s, x)ds, 0 < β < 1. (1.2)

We want to recover the unknown function f from the knowledge of the interior information

u(L) = ρ ∈ H, 0 < L < ∞. (1.3)

Here, A : D(A) ∈ H → H is a positive, self-adjoint operator with compact resolvent, and
H denotes a separable Hilbert space endowed with the inner product (.,.) and the norm ∥.∥.
Let (λn, en) be the eigenvalues and corresponding eigenfunctions of A, such that {λn}n≥1 is an
increasing unbounded sequence and {en}n≥1 forms an orthonormal basis in H. The additional
data ρ is observed at the position z = L, which may contain measurement errors. The famous
difficulty with inverse problems is that they are often ill-posed. Thus, Therefore, it is necessary
to correct this problem and provide error estimates.

In [14], the elliptic fractional operator (Dβ
zDβ

z − A) is subjected to an inverse problem
in an infinite domain, the authors proposed a preconditioning version of the Kozlov-Maz’ya
iteration method for recovering missing data under a complementary condition. In the same
context, several publications have been published on ill-posed inverse fractional problems, using
a variety of regularization methods to overcome the ill-posedness, see in [17, 18]. In [19, 20],
they obtained the regularized sought solution by using quasi-boundary value method, where in
[[21]] they implemented the quasireversibility method, in [22] the authors proposed the Fourier
truncation method, also, in [23], a non-stationary iterative Tikhonov regularisation method
coupled with a finite dimensional approximation is applied to recover a stable source term.

In this work, we provide a fractional Tikhonov method to solve this inverse source problem
for the fractional elliptic diffusion equation in a general bounded domain. This method was
first proposed by Li and Xiong [16] when they considered an inverse heat conduction problem.
Afterthat, this method to solve a Cauchy problem of the Helmholtz equation.

In this paper, since the a-priori bound of the exact solution is usually hard for one to
estimate, the a-priori parameter choice rule is unavailable. In this paper, we will give the
convergence rates under the a-priori parameter choice rule and the a-posteriori parameter choice
rule. We want to recover the source function F(x) from indirect observable data u(L) = ρ at
the final moment z = L. The observable data ρ(x) contain measurement errors and satisfies∥∥ρϵ − ρ

∥∥
H ≤ ϵ. (1.4)

unless otherwise specified, in this paper, ∥ · ∥ is the L2 norm and ϵ > 0 is the noise level. Next,
see in [15], we have

ρ(xk) = ρ(xk) + εk, k = 1, · · · , n.

where ϵk, k = 1, · · · , n are unknown independent random errors because the function ρ(x) in
practical applications is the result of experimental observations and cannot be viewed without
errors. As a matter of fact, these mistakes can emerge out of many sources like the estimating
instrument or the climate. From now on, we put xk = π 2k−1

2n , with k = 1, · · · , n. We have a
data set D =

(
ρ̃(x1), ρ̃(x2), . . . , ρ̃(xn)

)
, which is the measure of

(
ρ(x1), ρ(x2), . . . , ρ(xn)

)
, here

D satisfies

ρ̃
(
xk
)
= ρ
(
xk
)
+ σkϵk, (1.5)

where, ϵk, k = 1, · · · , n are unknown independent noises. Therefore, ϵk and σk are unknown 
positive constants that are constrained by the positive constant Vmax so that 0 ≤ σk and Vmax, 
respectively. The noises εk are independent of one another.
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The outline of the paper is as follows. In Section 2, we recall the necessary tools to treat
the considered problem. The mild solution is shown in Section 3. In Section 4, we get the
non-well posed of problem (1.1), establishing the convergence estimates with a priori and a
posteriori regularization parameter choice rule, by using a fractional Tikhonov method in Section
5. Finally, in section 6, showing the convergent rate under case the function ρ has a random
data.

2. Preliminary

It is well known that the classical Mittag-Leffler function is one of the basic tools in fractional
calculus, denotes Eβ,1(·) and is defined by

Eβ,1(z) =

∞∑
n=0

zn

Γ(1 + nβ)
, β > 0, z ∈ C. (2.6)

Theorem 2.1. For every β ∈ (0, 1), we have

1

1 + Γ(1− β)x
≤ Eβ,1(−x) ≤ 1

1 + Γ(1 + β)−1x
, x ≥ 0. (2.7)

From (2.7), we deduce that

1

1 + Γ(1− β)
√
λnLβ

≤ Eβ,1

(
−
√

λnLβ
)
≤ 1

1 + Γ(1 + β)−1
√
λnLβ

,L > 0. (2.8)

3. The mild solution

For 0 < β < 1, let us consider the following well-posed system equations{
Dβ

zDβ
z u(z)−Au(z) = F , z ∈ (0,∞),

u(0) = 0.
(3.9)

Theorem 3.1. Let F ∈ H, then the problem (1.1) admits a unique generalized solution

u(z) = −
(
I − Eβ,1

(
− zβ

√
A
))
A−1F = −Kβ,1(z)F

= −
+∞∑
k=1

(
1− Eβ,1

(
−
√
λk zβ

)
λk

〈
F , ek

〉
ek. (3.10)

Let z = L in (3.10), we obtain

u(L) = −
(
I − Eβ,1

(
− Lβ

√
A
))
A−1F = −Kβ,1(L)F = ρ. (3.11)

Kβ,1(L) is a self-adjoint compact linear operator and supz≥0

∥∥Kβ,1(z)
∥∥ ≤ λ−1

1 . For ρ ∈ H, the
space H1 is defined by

H1 =
{
ρ ∈ H : ∥Aρ∥H < ∞

}
. (3.12)

The operator equation (3.11) admits a unique solution if and only if g ∈ H1.
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4. Ill-posedness of the inverse problem (1.1)

To determine the unknown function F , we just need to solve The operator equation (3.11),
then we have the following

F = −K−1
β (L)ρ = −A

(
I − Eβ,1

(
− Lβ

√
A
))−1

ρ

=
+∞∑
k=1

−λk

1−
(
Eβ,1

(
− Lβ

√
λk

))〈ρ, ek〉ek, (4.13)

We can see from (4.13) that the terms λk

(1−Eβ,1(−Lβ
√
λk))

are the instability causes. From (2.8),

we get

λ
− 1

2
k C1(β) ≤ Eβ,1

(
− Lβ

√
λk

)
≤ C2(β), (4.14)

which implies that

1− C2(β) ≤ 1− Eβ,1

(
− Lβ

√
λk

)
≤ 1− C1(β)λ

− 1
2

k . (4.15)

and so

λk ≤ λk

1−A1(β)λ
− 1

2
k

≤ λk

1− Eβ,1

(
− Lβ

√
λk

) ≤ λk

1− C2(β)
, (4.16)

and therefore

λk ≤ λk

1− Eβ,1

(
− Lβ

√
λk

) ≤ λk

1− C2(β)
→ ∞ as k → ∞, (4.17)

Theorem 4.1. Let the following condition holds

∥F∥2Hθ =
+∞∑
k=1

λ2θ
k

∣∣〈F , ek
〉∣∣2 ≤ E2, θ > 0, (4.18)

then

∥F∥L2(Ω) ≤ CθE
1

1+θ ∥ρ∥
θ

1+θ

L2(Ω)
, (4.19)

where Cθ =
(
1− C2(β)

)− θ
1+θ .

Proof. See proof in [13].

5. Fractional Tikhonov Regularization method

In this section, we propose a fractional Tikhonov regularization method to solve the ill-posed
problem (1.1) and prove convergence estimate under the a-priori regularization parameter choice
rule. The solutions of fractional Tikhonov regularization method with noisy data and exact data
are given by

F ϵ
[γ(ϵ)](x) =

+∞∑
k=1

−
∣∣Kβ,1(L)

∣∣2α−1∣∣Kβ,1(L)
∣∣2α + γ(ϵ)

〈
ρϵ, ek

〉
ek(x),

1

2
≤ α ≤ 1, (5.20)

and

F[γ(ϵ)](x) =

+∞∑
k=1

−
∣∣Kβ,1(L)

∣∣2α−1∣∣Kβ,1(L)
∣∣2α + γ(ϵ)

〈
ρ, ek

〉
ek(x),

1

2
≤ α ≤ 1, (5.21)

respectively, where γ(ϵ) > 0 plays the role of regularization parameter and α is called the 
fractional parameter.
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• α = 1
2 , it is the quasi-boundary value method.

• α = 1, it is the classic Tikhonov method.

• However, for 1
2 < α < 1, the fractional Tikhonov method looks like between the quasi-

boundary value method and the classic Tikhonov method.

Lemma 5.1. [16] For constants r ≥ λ1 and 1
2 ≤ α ≤ 1, we have

G1(r) =
r

C2α
β + γ(ϵ)r2α

≤ A1(α, C2α
β )[γ(ϵ)]−

1
2α , (5.22)

where A1 = A1(α, Cβ) > 0 are independent on α, s.

Lemma 5.2. [16] For the constants r ≥ λ1 > 0 and 1
2 ≤ α ≤ 1, we have

G2(r) =
γ(ϵ)r2α−θ

C2α
β + [γ(ϵ)]r2α

≤

{
A2µ

θ
2α , 0 < θ < 2α,

A3[γ(ϵ)], θ ≥ 2α,
(5.23)

where A2 = A2(α, θ, Cβ) > 0,A3 = A3 (α, θ, λ1) > 0 are independent on r.

Lemma 5.3. [16] For constants r ≥ λ1 > 0 and 1
2 < α ≤ 1, we have

G3(r) =
γ(ϵ)r2α−1−θ

C2α
β + [γ(ϵ)]r2α

≤

{
A4[γ(ϵ)]

θ+1
2α , 0 < θ < 2α− 1,

A5[γ(ϵ)], θ ≥ 2α− 1,
(5.24)

where c4 = c4(α, θ, Cβ) > 0,A5 = A5 (α, θ, λ1, Cβ) > 0.

Theorem 5.1. Suppose the a-priori condition (4.18) and the noise assumption (1.4) hold, then

• If 0 < θ < 2α and γ(ϵ) =
(
ϵ
E

) 2α
θ+1 , we have∥∥F ϵ
[γ(ϵ)] −F

∥∥
2

is of order ϵ
θ

θ+1 . (5.25)

• If θ ≥ 2α and γ(ϵ) =
(
ϵ
E

) 2α
2α+1 , we have∥∥F ϵ

[γ(ϵ)] −F
∥∥2 is of order ϵ

2α
2α+1 . (5.26)

Proof. We know that∥∥F ϵ
[γ(ϵ)] −F

∥∥
2
≤
∥∥F ϵ

[γ(ϵ)] −F[γ(ϵ)]

∥∥
2
+
∥∥F − F[γ(ϵ)]

∥∥
2
= I1 + I2. (5.27)

For k ≥ 1 and α > 0, we have λk ≥ λ1 > 1. Thus

1− Eβ,1(−Lβ
√

λk) ≥ 1− Eβ,1

(
− Lβ

√
λ1

)
= Cβ. (5.28)

Estimate to I1, by Lemma 5.1 and (5.28) we have

I1 =
∥∥F ϵ

[γ(ϵ)] −F[γ(ϵ)]

∥∥
2
=

∥∥∥∥ +∞∑
k=1

∣∣Kβ,1(L)
∣∣2α−1∣∣Kβ,1(L)

∣∣2α + γ(ϵ)

〈
ρϵ − ρ, ek

〉
ek(x)

∥∥∥∥
2

≤ ϵ sup
k∈N

∣∣Kβ,1(L)
∣∣2α−1∣∣Kβ,1(L)

∣∣2α + [γ(ϵ)]

≤ ϵ sup
k∈N

λk

C2α
β + [γ(ϵ)]λ2α

k

≤ A1ϵ[γ(ϵ)]
− 1

2α . (5.29)
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Next, estimate of I2, by (5.2), it yields

I2 =
∥∥F − F[γ(ϵ)]

∥∥
2

=
∥∥∥ +∞∑

k=1

( ∣∣Kβ,1(L)
∣∣2α−1∣∣Kβ,1(L)

∣∣2α + [γ(ϵ)]

〈
ρ, ek

〉
− 1∣∣Kβ,1(L)

∣∣〈ρ, ek〉)ek(x)∥∥∥2
=
∥∥∥ +∞∑

k=1

γ(ϵ)λ−θ
k∣∣Kβ,1(L)

∣∣2α + γ(ϵ)
·
λθ
k

〈
ρ, ek

〉∣∣Kβ,1(L)
∣∣ek(x)∥∥∥2 ≤ E sup

k∈N

[γ(ϵ)]λ−θ
k∣∣Kβ,1(L)

∣∣2α + γ(ϵ)

≤ E sup
k∈N

γ(ϵ)λ2α−θ
k

C2α
β + [γ(ϵ)]λ2α

k

≤

{
A2E[γ(ϵ)]

θ
2α , 0 < θ < 2α,

A3Eγ(ϵ), θ ≥ 2α.

From estimation of I1 and I2, we obtain

∥∥F ϵ
[γ(ϵ)] −F

∥∥
2
≤ A1ϵ[γ(ϵ)]

− 1
2α +

{
A2E[γ(ϵ)]

θ
2α , 0 < θ < 2α,

A3E[γ(ϵ)], θ ≥ 2α.
(5.30)

Choose the regularization parameter [γ(ϵ)] by

γ(ϵ) =

{(
ϵ
E

) 2α
θ+1 , 0 < θ < 2α,(

ϵ
E

) 2α
2α+1 , θ ≥ 2α.

(5.31)

Then

∥∥F ϵ
[γ(ϵ)] −F

∥∥
2
≤

{
(A1 +A2) ϵ

θ
θ+1E

1
θ+1 , 0 < θ < 2α,

(A1 +A3) ϵ
2α

2α+1E
1

2α+1 , θ ≥ 2α.
(5.32)

The proof is completed.

5.1. The a-posteriori parameter choice rule

The most general a-posteriori rule is the Morozov’s discrepancy principle. Here, the Moro-
zov’s discrepancy principle is used to determine the regularization parameter γ(ϵ). Using the
discrepancy principle in the following form:∥∥∥∥

∣∣Kβ,1(L)
∣∣2α∣∣Kβ,1(L)

∣∣2α + [γ(ϵ)]

〈
ρϵ − ρϵ, ek

〉∥∥∥∥
2

= τϵ. (5.33)

where 1
2 ≤ α ≤ 1, τ > 1 are user-supplied constants which are independent on ϵ, γ > 0 is the

regularization parameter.

Lemma 5.4. Let θ(µ) =
∥∥∥ |Kβ,1(L)|2α
|Kβ,1(L)|2α+γ(ϵ)

〈
ρϵ − ρϵ, ek

〉∥∥∥
2
, then the following conclusions hold:

• Θ(γ) is a continuous function;

• limγ→0 θ(γ) = 0;

• limγ→∞Θ(γ) =
∥∥ρϵ∥∥;

• Θ(γ) is a strictly increasing function over (0,∞).
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Proof. The conclusions are straightforward if we note that

θ([γ(ϵ)]) =

( +∞∑
k=1

(
[γ(ϵ)]

|Kβ,1(L)|2α + [γ(ϵ)]

)2 ∣∣〈ρϵ, ek〉∣∣2) 1
2

. (5.34)

Lemma 5.5. If [γ(ϵ)] is the solution of Eq. (5.34), we see that

[γ(ϵ)]−
1
2α ≤


(

A2
4

τ − 1

) 1
θ+1
(
E

ϵ

) 1
θ+1

, 0 < θ < 2α− 1,(
A2

5

τ − 1

) 1
2α
(
E

ϵ

) 1
2α

, θ ≥ 2α− 1.

(5.35)

Proof. From (5.34), we obtain

τϵ =
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2γ + [γ(ϵ)]

〈
ρϵ, ek

〉
ek(x)

∥∥∥
2

(5.36)

≤
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρϵ − ρ, ek

〉
ek(x)

∥∥∥
2
+
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρ, ek

〉
ek(x)

∥∥∥
2

≤ ϵ+
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

∣∣Kβ,1(L)
∣∣λ−θ

k λθ
k

〈
F , ek

〉
ek(x)

∥∥∥
2

(5.37)

≤ ϵ+ E sup
k∈N

[γ(ϵ)](
Cβ
λk

)2α
+ [γ(ϵ)]

λ−1−θ
n ≤ ϵ+ E sup

k∈N

[γ(ϵ)]λ2α−θ−1
k

C2α
β + [γ(ϵ)]λ2α

k

. (5.38)

According to Lemma 5.3, we have

τϵ ≤ ϵ+ E

{
A4[γ(ϵ)]

θ+1
2α , 0 < θ < 2α− 1,

A5[γ(ϵ)], θ ≥ 2α− 1.
(5.39)

So

[γ(ϵ)]−
1
2α ≤


(

A4
τ−1

) 1
θ+1 (E

ϵ

) 1
θ+1 , 0 < θ < 2α− 1,(

A5
τ−1

) 1
2α (E

ϵ

) 1
2α , θ ≥ 2α− 1.

(5.40)

Theorem 5.2. Suppose the a-priori condition (4.18) and the noise assumption (1.4) hold, then,

• If 0 < θ < 2α− 1, we have

∥∥∥F ϵ
[γ(ϵ)] −F

∥∥∥
2
≤

(
A1

(
A4

τ − 1

) 1
θ+1

+

(
τ + 1

Cβ

) θ
θ+1

)
E

1
θ+1 ϵ

θ
θ+1 . (5.41)

• If θ ≥ 2α− 1, we have

∥∥∥F ϵ
[γ(ϵ)] −F

∥∥∥
2
≤

((
A5

τ − 1

) 1
2α

+

(
τ + 1

Cβ

)1− 1
2α

λ2α−1−θ
1

)
E

1
2α ϵ1−

1
2α . (5.42)
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Proof. By the triangle inequality, we know∥∥∥F ϵ
[γ(ϵ)] −F

∥∥∥
2
≤
∥∥∥F ϵ

[γ(ϵ)] −F[γ(ϵ)]

∥∥∥
2
+
∥∥∥F − F[γ(ϵ)]

∥∥∥
2
= I3 + I4. (5.43)

• For 0 < θ < 2α− 1, estimate of I3, by Lemma 5.3 we have

I3 =
∥∥F ϵ

[γ(ϵ)] −F
∥∥
2
≤ A1ϵ[γ(ϵ)]

− 1
2α ≤ A1

(
A4

τ − 1

) 1
θ+1

E
1

θ+1 ϵ
θ

θ+1 . (5.44)

Now we estimate I4, we can deduce that

I4 =
∥∥∥F − F[γ(ϵ)]

∥∥∥
2
=

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2γ + [γ(ϵ)]

〈
F , ek

〉
ek(x)

∥∥∥∥∥
2

=

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]
∣∣Kβ,1(L)

∣∣∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣ek(x)

∥∥∥∥∥
2

≤

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]
∣∣Kβ,1(L)

∣∣∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉
ek(x)

∥∥∥∥∥
θ

θ+1

2

×

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]
∣∣Kβ,1(L)

∣∣∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣θ+1

ek(x)

∥∥∥∥∥
1

θ+1

2

≤
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρ, ek

〉
ek(x)

∥∥∥ θ
θ+1

2

×

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣θ ek(x)

∥∥∥∥∥
1

θ+1

2

(5.45)

From (5.45), we know

I4 ≤

(∥∥∥∥∥
∞∑
n=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρ− ρϵ, ek

〉
ek(x)

∥∥∥∥∥
2

+

∥∥∥∥∥
∞∑
n=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρϵ, ek

〉
ek(x)

∥∥∥∥∥
2

) θ
θ+1
∥∥∥∥∥
+∞∑
k=1

(
λn

Cβ

)θ 〈
f, ek

〉
ek(x)

∥∥∥∥∥
1

θ+1

2

≤(ϵ+ τϵ)
θ

θ+1C
− θ

θ+1

β E
1

θ+1 =

(
τ + 1

Cβ

) θ
θ+1

E
1

θ+1 ϵ
θ

θ+1 . (5.46)

Combining (5.44)-(5.46), we obtain

∥∥∥F ϵ
[γ(ϵ)] −F

∥∥∥
2
≤

(
A1

(
A4

τ − 1

) 1
θ+1

+

(
τ + 1

Cβ

) θ
θ+1

)
E

1
θ+1 ϵ

θ
θ+1 . (5.47)

• For θ ≥ 2α− 1, estimate of I3, and Lemma 5.3, we have

I3 =
∥∥F[γ(ϵ)]

ϵ −F[γ(ϵ)]

∥∥
2
≤ A1ϵ[γ(ϵ)]

− 1
2α ≤

(
A5

τ − 1

) 1
2α

E
1
2α ϵ

2α−1
2α . (5.48)
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Estimate of I4, by Lemma 5.3, we know that

I4 =
∥∥F − F[γ(ϵ)]

∥∥
2
=
∥∥∥ +∞∑

k=1

[γ(ϵ)]

(TαEα,1+α (−λnTα))2γ + [γ(ϵ)]

〈
F , ek

〉
ek(x)

∥∥∥
2

=
∥∥∥ +∞∑

k=1

[γ(ϵ)]Kβ,1(L)∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣ek(x)∥∥∥2

≤

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]
∣∣Kβ,1(L)

∣∣∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉
ek(x)

∥∥∥∥∥
1− 1

2α

2

×

∥∥∥∥∥
+∞∑
k=1

[γ(ϵ)]
∣∣Kβ,1(L)

∣∣∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣2α
∥∥∥∥∥

1
2α

2

≤
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρ, ek

〉
ek(x)

∥∥∥1− 1
2α

2
×
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
F , ek

〉∣∣Kβ,1(L)
∣∣2α−1 ek(x)

∥∥∥ 1
2γ

2
.

(5.49)

This leads to

I4 ≤

(∥∥ +∞∑
k=1

[γ(ϵ)]

|Kβ,1(L)|2α + [γ(ϵ)]

〈
ρ− ρϵ, ek

〉
ek(x)

∥∥
2

+
∥∥∥ +∞∑

k=1

[γ(ϵ)]∣∣Kβ,1(L)
∣∣2α + [γ(ϵ)]

〈
ρϵ, ek

〉
ek(x)

∥∥∥
2

)1− 1
2α

×
∥∥∥ +∞∑

k=1

(
λk

Cβ

)2γ−1

λ−θ
k λθ

k

〈
F , ek

〉
ek(x)

∥∥∥ 1
2α

2

≤ (ϵ+ τϵ)1−
1
2αC−(1− 1

2α)λ2α−1−θ
k E

1
2α =

(
τ + 1

Cβ

)1− 1
2α

λ2α−1−θ
1 E

1
2α ϵ1−

1
2α . (5.50)

Combining (5.48) and (5.50), we obtain

∥∥F ϵ
[γ(ϵ)] −F

∥∥
2
≤
(( A5

τ − 1

) 1
2α

+
(τ + 1

Cβ

)1− 1
2α
λ2α−1−θ
1

)
E

1
2α ϵ1−

1
2α . (5.51)

This completes the proof.

6. Discrete random noise

Lemma 6.1. Let p = 1, . . . , n − 1, and q = 1, 2, . . ., with xk = π
2k − 1

2n
and ep(xk) =√

2

π
sin(pxk), then we have

Sp,q =
1

n

n∑
k=1

ep(xk)eq(xk) =


1

π
, q − p = 2ℓn or q + p = 2ℓn(ℓ even ),

− 1

π
, q − p = 2ℓn or q + p = 2ℓn(ℓ odd ),

0, otherwise.

(6.52)

If q = 1, 2, . . . , n− 1, then

Sp,q =


1

π
, p = q,

0, p ̸= q,
, and

1

n

n∑
k=1

ep(xk) =

 0, p ̸= 2ℓn,

(−1)ℓ
√

2

π
, p = 2ℓn.

(6.53)
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Lemma 6.2. (See [15]) Let k,m ∈ N such that 1 ≤ k ≤ m− 1, and ρ ∈ C[0, π]. Then we have

⟨ρ, ek⟩ =
π

m

m∑
k=1

ρ(xk)ek(xk)−
∞∑
ℓ=1

(−1)ℓ
(
⟨ρ, ek+2ℓm⟩+ ⟨ρe−k+2ℓm⟩

)
, 1 ≤ k ≤ m− 1, (6.54)

Lemma 6.3. Let 0 < Mtr < m,Mtr ∈ N, assume that ρ is as in Lemma 6.2, then the source
function F is given by

Fm,Mtr(x) =

Mtr∑
k=1

−k2

1− Eβ,1(−Lβk)

(
π

m

m∑
p=1

ρ(xp)ek(xp)

−
∞∑
ℓ=1

(−1)ℓ
(
⟨ρ, ek+2ℓm⟩+ ⟨ρ, e−k+2ℓm⟩

))
ek(x)

+
∞∑

k=Mtr+1

−k2

1− Eβ,1(−Lβk)

〈
ρ, ek

〉
ek(x). (6.55)

7. The main results

Theorem 7.1. Let ϵ > 0 and ϵk ∼ N(0, 1) be independent normal random variables with
p = 1, · · · , n (as mentioned above), then a regularized function F̃m,Mtr for F can be computed
as follows

F̃m,Mtr(x) =

Mtr∑
k=1

( −k2

1− Eβ,1(−Lβk)

) π

m

m∑
p=1

ρ(xp)ek(xp)ek(x). (7.56)

Mtr is regularization parameters, it gives

E
∥∥F̃m,Mtr −F

∥∥
2
≤

√
2
(
Mtr

)−σ
E +

2
√
2M2

tr

1− Eβ,1(−Lβ)

(
π2

m2
V2
max +

π4

144

∥∥F∥∥2
2

m4

) 1
2

. (7.57)

Let Mtr such that 0 < Mtr < m and limm→+∞
M2

tr

m
= 0

E
∥∥F̃m,Mtr −F

∥∥
2
is of order

{
M2

tr

m
, (Mtr)

−σ

}
. (7.58)

Remark 7.1. By choosing Mtr = m
1

2+σ , then we have

E
∥∥F̃m,Mtr −F

∥∥
2

is of order m− σ
2+σ . (7.59)

Proof. It is easy to see that

|⟨ρ, ek⟩|2 =
(1− Eβ,1(−Lβk)

k2

)2
|⟨F , ek⟩|2 ≤

∥F∥22
k2

· (7.60)

Using (7.56), we obtain

F̃m,Mtr(x)−F(x)

=

Mtr∑
k=1

( k2

1− Eβ,1(−Lβk)

)( π

m

m∑
k=1

σkϵkek(xk) +
∞∑
ℓ=1

(−1)ℓ
(
⟨ρ, ek+2ℓm⟩+ ⟨ρ, e−k+2ℓm⟩

))
ek(x)

−
∞∑

k=Mtr+1

( k2

1− Eβ,1(−Lβk)

)
⟨ρ, ek⟩ ek(x)· (7.61)
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Fom (7.61), thank to Lemma 6.3, we have∥∥F̃m,Mtr −F
∥∥2
2

=

Mtr∑
k=1

( k2

1− Eβ,1(−Lβk)

)2( π

m

m∑
k=1

σkϵkek(xk) +
∞∑
ℓ=1

(−1)ℓ
(
⟨ρ, ek+2ℓm⟩+ ⟨ρ, e−k+2ℓm⟩

))2

+
∞∑

k=Mtr+1

(
k2

1− Eβ,1(−Lβk)

)2∣∣ ⟨ρ, ek⟩ ∣∣2· (7.62)

The fact that E (ϵjϵl) = 0; (j ̸= l), and Eϵj = 0; j = 1, 2, . . . , n. One has

E
∥∥F̃n,Mtr −F

∥∥2
L2(Ω)

≤ 2
∞∑

k=Mtr+1

( k2

1− Eβ,1(−Lβk)

)2∣∣〈ρ, ek〉∣∣2
+ 4

Mtr∑
k=1

( k2

1− Eβ,1(−Lβk)

)2( π2

m2

m∑
k=1

σ2
kEϵ2k +

( ∞∑
ℓ=1

(−1)ℓ
(
⟨ρ, ek+2ℓm⟩+ ⟨ρ, e−k+2ℓm⟩

))2)
≤ J1 + J2. (7.63)

Of course

∞∑
ℓ=1

1

ℓ2
=

π2

6
, we obtain

∞∑
ℓ=1

|⟨ρ, ek+2ℓm⟩+ ⟨ρ, e−k+2ℓm⟩| ≤
∥∥F∥∥

2

m2

[ ∞∑
ℓ=1

1

(k + 2ℓm)2
+

∞∑
ℓ=1

1

(−k + 2ℓm)2

]
≤ π2

12

∥∥F∥∥
2

m2
.

(7.64)

For k ≥ 1, 1 = k2σk−2σ, estimate of J1

J 2
1 =

∞∑
k=Mtr+1

( k2

1− Eβ,1(−Lβk)

)2∣∣ ⟨ρ, ek⟩ ∣∣2 = ∞∑
k=Mtr+1

k2σk−2σ
∣∣〈F , ek

〉∣∣2, (7.65)

this leads to

J 2
1 ≤

(
Mtr

)−2σ
E2. (7.66)

Next, estimate of J2

J 2
2 ≤

Mtr∑
k=1

( k2

1− Eβ,1(−Lβk)

)2( π2

m2

m∑
k=1

σ2
kEϵ2k +

π2

12

∥F∥2
m2

)2

· (7.67)

Since σk ≤ Vmax, it gives

J 2
2 ≤

Mtr∑
k=1

4k4(
1− Eβ,1(−Lβ)

)2(π2

n2
V2
max +

π4

144

∥∥F∥∥2
2

m4

)
≤ 4M4

tr(
1− Eβ,1(−Lβ)

)2( π2

m2
V2
max +

π4

144

∥∥F∥∥2
2

m4

)
. (7.68)

Combining (7.63), (7.66), and (7.67), we obtain

E
∥∥F̃m,Mtr −F

∥∥2
2
≤ 2
(
Mtr

)−2σ
E2 +

8M4
tr(

1− Eβ,1(−Lβ)
)2( π2

m2
V2
max +

π4

144

∥∥F∥∥2
2

m4

)
. (7.69)

This completes the proof.
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